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Goal for this course

• Design：soft hand design  x1

• Perception: vision, point cloud, tactile, force/torque x1

• Planning: sampling-based, optimization-based, learning-based x3

• Control: feedback, multi-modal x2

• Learning: imitation learning, RL x2

• Simulation tool (pybullet, matlab, OpenRAVE, Issac Nvidia, Gazebo)

• How to get a robot moving! 



Today agenda

• Paper reading (~30 mins)

• Why imitation learning (IL) (~5)

• Key ingredients of IL (~5)

• Data collection (~5)

• Learning algorithms (~20)

• Limits of IL (~5)

• Examples and applications (~20)

• Motion

• Hand IK 

• Force-relevant task

• Multi-modal task
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Why imitation learning?

https://www.cs.utexas.edu/~yukez/cs391r_fall2020/slides/lecture_intro.pdf



Why imitation learning?

Robots should have the ability to learn skills 

and adapt these skills to new scenarios.

https://sites.google.com/view/icml2018-imitation-learning/



Why imitation learning?

Imitation is a crucial aspect of skill development, because it

allows us to learn new things quickly and efficiently by watching

those around us. Most children learn everything from gross motor

movements, to speech, to interactive play skills by watching

parents, caregivers, siblings, and peers perform these behaviors.

https://www.mayinstitute.org/news/acl/asd-and-dd-child-focused/what-is-imitation-and-why-is-it-
important/#:~:text=Imitation%20is%20a%20crucial%20aspect,and%20peers%20perform%20these%20behaviors.
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Imitation learning
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Imitation learning
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Imitation learning

?
Demonstration                                                             Imitation

No solutions (smaller range of motion) 

→ Find the closest solution according to a metric

How to Imitate?

The correspondence problem
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Key ingredients of IL

Demonstrator Teleoperation

+

Data glove
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Demonstrator

Teleoperation

+

EMG
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Demonstrator

Teleoperation



Key ingredients of IL

Demonstrator

Kinesthetic

https://www.youtube.com/channel/UCqnvGUfdlr94mddDQamEBGA



Key ingredients of IL

Demonstrator

Kinesthetic

+

Tactile
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Demonstrator

Simulation
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Demonstrator

Simulation
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Demonstrator

Motion capture



Key ingredients of IL

Demonstrator

Motion capture



Key ingredients of IL

Demonstrator

Web video
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Data collection

Imitation learning is very good at 

in-distribution tasks, but not so good at out-

distribution tasks.



Data collection

• Task variations

• Environments

• Demonstrator variance

• Invariant relation
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Learning algorithms

https://calinon.ch/misc/EE613/EE613-nonlinearRegression.pdf
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Learning algorithms (video)



Learning algorithms



How to Implement?

Leverage the power of learning techniques and nonlinear control 

Learning

Control Policy Task Representation

Sensing Information

Feedback



Learning algorithms



Limitation of traditional 
learning algorithms

• Limited training data

• Can only handle vector state

• Typically assume a Gaussian distribution

• Assume continuous system 
• Difficult to model hybrid system

• Can not deal with multi-modal control

• Good at modeling motion primitive or low-level 
physical skill



Learning algorithms
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Today agenda

• Paper reading (~30 mins)

• Why imitation learning (IL) (~5)

• Key ingredients of IL (~5)

• Data collection (~5)

• Learning algorithms (~20)

• Limits of IL (~5)

• Examples and applications (~20)

• Motion

• Hand IK 

• Force-relevant task

• Multi-modal task
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Applications

Probabilistic Hand Inverse Kinematics

Prediction Prediction



Applications

Virtual Frame

Grasp Configuration



Applications

Grasp Configuration

GMM

Feasibility

GMR

Hand Pose

Learn Density Function

Query Feasibility

Query Finger Joints

Query Hand Pose



Applications



Applications

Tactile 

Sensing

Grasping 

Force

Object-level Impedance Controller

Grasp Experience

Grasp 

Matrix

Dynamic Uncertainty



Applications

Grasp Experience

Learn Density Function

Stability Estimation



Applications



Experimental Results

Fan Blade Cleaning

M. Li et al. “Learning task manifolds for constrained object manipulation”, Autonomous Robots 2016



Polishing

X. Gao et al. “Learning Force-dominant Skills from Human Demonstration”, Submitted to IROS 2018

Xiao Gao 



Assembly



Learning the moving strategy of probe

The kidney area in image changed from fuzzy to clear.

network
probe motion

Predict the next motion of probe, and enable the robot to move the probe.



Keep the contact point between the probe and the 

human body unchanged when collecting data.

IMU
F/T Sensor 

holder

Ultrasound 
probe

Collect the probe motion data



Data 
collection

Ultrasound image 𝑝𝑡

Posture of probe, quaternion
𝑞𝑤𝑡, 𝑞𝑥𝑡, 𝑞𝑦𝑡 , 𝑞𝑧𝑡

Pressure on skin,
force on 3 axises

𝑓𝑥𝑡, 𝑓𝑦𝑡 , 𝑓𝑧𝑡

Quality label of the 
ultrasound image 𝑙𝑡

0

Person 1 2 3 4 5

Quantity of data 776 1348 596 919 1552

Collect data from 5 persons



临床数据采集 多模态技能学习 样机测试场景



TRO 2023（Under Review）



Goal for this course

• Design：soft hand design  x1

• Perception: vision, point cloud, tactile, force/torque x1

• Planning: sampling-based, optimization-based, learning-based x3

• Control: feedback, multi-modal x2

• Learning: imitation learning, RL x2

• Simulation tool (pybullet, matlab, OpenRAVE, Issac Nvidia, Gazebo)

• How to get a robot moving! 





Learning Object-level Impedance Control for 
Robust Grasping and Dexterous Manipulation

Miao Li*, Hang Yin*, Kenji Tahara+, and Aude Billard*

*Learning Algorithms and Systems Laboratory (LASA)

Ecole Polytechnique Federale de Lausanne (EPFL)

+Faculty of Engineering, Kyushu University, Japan

ICRA-2014, HongKong
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Overview

“Learning Object-level Impedance Control for 

Robust Grasping and Dexterous Manipulation”

Motivation

Model — Object-level Impedance Controller

Approach — Learning from Human Demonstration

Experiments and implementation

Conclusion

82



Motivation

How to specify the proper impedance for a 

given task?

Our Answer:

The desired object-level impedance can be learnt from 

human demonstration

83



Motivation

Contact Task:

ER OR E

Constraint Surface

• R: robot

• O: object

• E: environment
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Object-level Impedance Control

Robust 

Grasping

Dexterous 
Manipulatio
n

The desired interactions are represented in the object frame

Keep object stable

Move object to 

desired configuration

Object-Centric
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Object-level Impedance Control

f

envf
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Virtual Frame



Object-level Impedance Control
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Object-level Impedance Control

Actual Trajectory
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Object-level Impedance Control

Desired Trajectory Actual Trajectory
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Object-level Impedance Control

Desired Trajectory Actual Trajectory
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Object-level Impedance Control

Desired Trajectory Actual Trajectory
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Virtual Frame



Robust Grasping

Relative Stiffness: the object stiffness in one direction is

inversely proportional to the variance of displacement

under perturbation in the corresponding direction
92



Robust Grasping

Relative Translational Stiffness
Relative Rotational Stiffness
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Robust Grasping

Relative Rotational Stiffness
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Robust Grasping:  Workspace
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Robust Grasping

Relative Translational Stiffness

Relative Rotational Stiffness

Y

Z
X

BioTa
c
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Dexterous Manipulation

Human demonstration

Optimization:

Stiffness Learning: the object force and motion are recorded from

human demonstration, and used to learn an impedance model.
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Dexterous Manipulation
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Dexterous Manipulation
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Dexterous Manipulation
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Dexterous Manipulation
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Conclusion

➢ We introduced an object-level impedance learning approach

for robust grasping and dexterous manipulation.

➢ We modeled the boundary of the workspace using a Gaussian

Mixture Model.

➢ This learning approach could be applied in multiple ways, such

as grasp adaptation (IROS 2014 paper), grasp synthesis and

tool use tasks.

Miao Li, Yasemin Bekiroglu, Danica Kragic and Aude Billard, “Learning of Grasp Adaptation through 

Experience and Tactile Sensing”,  IROS 2014
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Swiss National Center of Robotics Research

Thanks for your attention! 

JSPS Grant-in-Aid for Young Scientists  

(A) (25700028)
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